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Abstrak− Penelitian ini berfokus pada pengembangan model klasifikasi tingkat kemanisan buah nanas secara non-destruktif 

dengan menggunakan teknologi Internet of Things (IoT) dan algoritma K-Nearest Neighbor (KNN). Tujuan utama dari 

penelitian ini adalah untuk menentukan tingkat kemanisan buah nanas tanpa merusak buah, yang merupakan masalah umum 

pada metode pengukuran kemanisan tradisional seperti menggunakan refraktometer yang memerlukan sari buah nanas. 

Penelitian ini memberikan kontribusi signifikan dengan menawarkan metode non-destruktif berbasis teknologi IoT dan 

machine learning yang lebih efisien, akurat, dan ramah terhadap kualitas buah. Kabupaten Subang dipilih sebagai lokasi 

pengambilan sampel karena merupakan salah satu daerah penghasil nanas terbesar di Jawa Barat. Terdapat tiga pasar utama 

untuk distribusi nanas di daerah tersebut, yaitu supermarket, industri pengolahan, dan pasar tradisional, yang masing-masing 

memiliki standar tingkat kemanisan yang berbeda. Sebanyak 500 buah nanas digunakan dalam penelitian ini, dengan 450 

sampel digunakan untuk data latih dan 50 sampel sebagai data uji. Penelitian ini menggunakan sensor warna TCS230 yang 

dihubungkan dengan Arduino Uno R3 untuk menangkap data RGB dari kulit nanas pada jarak tertentu. Nilai RGB yang 

diperoleh kemudian diproses menggunakan algoritma KNN untuk memprediksi tingkat kemanisan buah nanas berdasarkan 

kategori Brix: tinggi (14-17 Brix), sedang (10-13 Brix), dan rendah (<10 Brix). Setelah nilai RGB diperoleh, data tersebut 

diolah untuk menghasilkan klasifikasi tingkat kemanisan nanas yang valid. Pengujian dilakukan dengan menggunakan 

confusion matrix, yang memberikan metrik seperti akurasi, presisi, dan recall. Hasil penelitian menunjukkan bahwa model 

KNN yang dikembangkan berhasil mengklasifikasikan nanas dengan akurasi 72%, yang berarti sebagian besar prediksi yang 

dihasilkan oleh model sesuai dengan tingkat kemanisan nanas yang sebenarnya. Pendekatan non-destruktif ini memberikan 

keuntungan signifikan dibandingkan metode tradisional, karena tidak hanya menjaga integritas buah nanas, tetapi juga lebih 

efisien dalam hal waktu dan sumber daya. Dengan mengintegrasikan IoT dan machine learning, penelitian ini berkontribusi 

dalam memberikan solusi praktis, akurat, dan inovatif bagi petani dan pelaku industri untuk meningkatkan kualitas produk 

serta efisiensi distribusi ke berbagai pasar. 

Kata Kunci: Algoritma K-Nearest Neighbor (KNN), Internet of Things (IoT), Klasifikasi, Nanas, Non-destruktif. 

Abstract− This research focuses on developing a non-destructive model for classifying the sweetness level of pineapples 

using Internet of Things (IoT) technology and the K-Nearest Neighbor (KNN) algorithm. The main goal of this research is to 

determine the sweetness level of pineapples without damaging the fruit, which is a common issue with traditional sweetness 

measurement methods, such as using a refractometer that requires pineapple juice. This study provides a significant 

contribution by offering a non-destructive method based on IoT technology and machine learning, which is more efficient, 

accurate, and preserves the quality of the fruit. Subang Regency was selected as the sampling location because it is one of the 

largest pineapple-producing regions in West Java. There are three main markets for pineapple distribution in the area: 

supermarkets, processing industries, and traditional markets, each with different sweetness level standards. A total of 500 

pineapples were used in this study, with 450 samples used for training data and 50 samples for testing. The study employed a 

TCS230 color sensor connected to an Arduino Uno R3 to capture the RGB data from the pineapple's skin at a certain distance. 

The obtained RGB values were then processed using the KNN algorithm to predict the sweetness level of the pineapples based 

on Brix categories: high (14-17 Brix), medium (10-13 Brix), and low (<10 Brix). After the RGB values were acquired, the 

data was processed to generate a valid classification of the pineapple's sweetness level. Testing was conducted using a 

confusion matrix, which provided metrics such as accuracy, precision, and recall. The results showed that the developed KNN 

model successfully classified the pineapples with an accuracy of 72%, meaning that most of the predictions made by the model 

matched the actual sweetness levels of the pineapples. This non-destructive approach offers significant advantages compared 

to traditional methods, as it not only preserves the integrity of the fruit but is also more efficient in terms of time and resources. 

By integrating IoT and machine learning, this research contributes to providing a practical, accurate, and innovative solution 

for farmers and industry players to improve product quality and distribution efficiency to various markets. 

Keywords: Algoritma K-Nearest Neighbor (KNN), Classification, Internet of Things (IoT), Non-destructive, Pineapple,. 
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1. INTRODUCTION 
 

Fruits play a vital role in agriculture, serving as a primary source of livelihood for millions of people worldwide. 

Ensuring the quality of fruits for consumption is critical, particularly for fruits like pineapples, which are not only 

a key nutritional source but also hold significant commercial value. In West Java, Subang Regency stands out as 

the largest producer of pineapples, with farmers and sellers striving to maintain the quality of the fruit for optimal 

distribution to meet the nutritional demands of the community and the needs of various industries. Pineapple 

distribution in Subang is directed to three primary markets: supermarkets, pineapple processing industries, and 

traditional markets. Each market has its own standards for pineapple sweetness, with supermarkets preferring 

pineapples with a Brix level between 14-17, processing industries seeking a range of 10-13 Brix, and traditional 

markets accepting pineapples with a Brix level under 10[1]. 

Currently, the assessment of pineapple sweetness is carried out through subjective methods, where 

farmers and sellers rely on visual inspection of the fruit's skin color and aroma. This approach leads to inaccurate 

results, as it is based on personal perceptions, which vary from one individual to another. Additionally, to obtain 

precise sweetness measurements, traditional methods require extracting juice from the pineapple, resulting in fruit 

wastage and long processing times. The physical properties of pineapples, including size, shape, crown form, 

texture, color, water content, sugar, acid, and fat, can provide valuable insights for classifying the sweetness level 

of the fruit in a more efficient and non-destructive manner[2]. 

Non-destructive methods for determining fruit quality, particularly sweetness, are increasingly in 

demand due to their ability to avoid waste and preserve fruit integrity. Although deep learning algorithms are now 

being used for classification in some studies, machine learning algorithms, particularly K-Nearest Neighbor 

(KNN), continue to show high accuracy in non-destructive fruit classification. Previous research has focused on 

destructive methods, such as slicing the pineapple and testing the juice to determine the Brix value, which is 

impractical and wasteful. For example, a study on melon sweetness detection utilized local binary pattern feature 

extraction and KNN classification, achieving an accuracy rate of 80% using 360 training images and 90 test 

images. Another study employed infrared spectroscopy to determine the ripeness of durian fruit using KNN, with 

an accuracy of 83.15%. These methods, however, either require physical damage to the fruit or specialized 

equipment, making them less accessible for widespread use, particularly among farmers and sellers in resource-

limited settings [3]. 

This research seeks to address these limitations by developing a non-destructive method for classifying 

the sweetness level of pineapples using an Internet of Things (IoT) approach combined with the KNN algorithm. 

The study will utilize an Arduino Uno R3 and TCS2300 color sensor to capture the color of the pineapple skin, 

which will then be processed to predict the Brix value and classify the sweetness level. Unlike previous methods, 

this approach eliminates the need for fruit extraction or subjective visual inspection, thus reducing waste, time, 

and resource consumption[5]. 

The primary objective of this study is to develop an efficient, non-destructive classification system for 

pineapple sweetness using IoT devices and machine learning. The contribution of this research lies in the 

integration of IoT technology with machine learning algorithms to provide a practical solution that can help 

farmers and sellers determine the optimal sweetness level of pineapples for different markets, ultimately 

improving distribution efficiency and product quality. By offering an affordable, rapid, and accurate method for 

classifying pineapple sweetness, this research aims to revolutionize the way pineapples are assessed and 

distributed, benefiting both the agricultural sector and the broader pineapple industry   [8]. 

This study will answer the problems faced by pineapple farmers and sellers, the existence of a system to 

classify the level of sweetness of pineapples using the KNN algorithm by utilizing IoT devices including Arduino 

Uno R3 and TCS2300 color sensors so that this classification is carried out non-destructively, namely knowing 

the level of sweetness of pineapples without damaging and wasting a lot of time.   

2. RESEARCH METHODS 

This research focuses on developing a non-destructive classification system for pineapple sweetness levels by 

leveraging IoT technology and the K-Nearest Neighbor (KNN) machine learning algorithm. The research 

methodology is divided into several stages, each of which is described in figure 1 detail below, alongside the 

application of solutions and supporting literature for the methods used. 
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Figure 1. Research methods 

1. Pineapple Sampling 

Pineapples were collected from Subang Regency, a major pineapple-producing area in West Java. A total of 500 

pineapples were selected for the study, covering a range of sizes, colors, and ripeness levels to ensure diversity in 

the dataset. Of these, 450 samples were used for training the model, while 50 samples were reserved for testing. 

This sampling approach ensures a balanced and representative dataset for model development. 

2. RGB Data Acquisition 

To classify the sweetness level, the color of the pineapple skin was captured as an indicator of ripeness and 

sweetness. This was performed using the TCS230 color sensor connected to an Arduino Uno R3 

microcontroller. The TCS230 sensor was chosen for its ability to capture precise RGB values under controlled 

lighting conditions. The sensor was calibrated to maintain consistent measurement distances and eliminate the 

impact of ambient lighting. 

The pineapples were placed in a controlled scanning environment, as shown in the diagram, to reduce noise in 

RGB readings. The RGB values captured from the skin were recorded and stored in a structured dataset for further 

processing. 

Literature Review: Color as an indicator of fruit ripeness and sweetness has been widely studied. Research on 

melons and coffee fruits using RGB color extraction has shown that color data can be a reliable input for 

classification algorithms [1][2]. The use of the TCS230 sensor has also been validated in prior studies for its 

effectiveness in agricultural applications. 

3. Brix Value Measurement 
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The sweetness level (Brix value) of the pineapple was measured using a digital refractometer. This step was 

carried out to provide labeled data for training and testing the KNN algorithm. The Brix values were categorized 

into three levels: 

 High sweetness: 14-17 Brix (suitable for supermarkets) 

 Medium sweetness: 10-13 Brix (preferred by processing industries) 

 Low sweetness: <10 Brix (distributed to traditional markets) 

This step established the ground truth for the classification process. 

Literature Review: The use of Brix measurement as a standard for sweetness is common in fruit quality research 

[3]. However, destructive methods like refractometer testing are labor-intensive and result in fruit waste, which 

this study aims to address. 

4. Machine Learning Classification using KNN 

The captured RGB values and their corresponding Brix levels were used to train the K-Nearest Neighbor (KNN) 

classification model. The KNN algorithm was chosen for its simplicity, efficiency, and robustness in small-to-

medium-sized datasets. The key steps in this stage include: 

 Data Preprocessing: Normalizing the RGB values to ensure uniform scaling. 

 Training the Model: The model was trained using 450 samples, with the RGB values as input features 

and Brix categories as the output labels. 

 Hyperparameter Tuning: The optimal value of ‘K’ (number of neighbors) was determined through 

cross-validation to maximize model accuracy. 

Literature Review: KNN is widely used in agricultural classification tasks due to its high interpretability and 

effectiveness with RGB data. Previous studies on fruit ripeness and sweetness classification using KNN reported 

accuracies of 80-85%, supporting its suitability for this research [4][5]. 

5. Model Testing and Validation 

The trained model was tested using the remaining 50 samples. The evaluation was conducted using a confusion 

matrix, which provided key performance metrics: 

 Accuracy: The proportion of correctly classified samples to the total samples. 

 Precision: The proportion of true positive predictions to the total predicted positives for each class. 

 Recall: The proportion of true positive predictions to the total actual positives for each class. 

These metrics provide a comprehensive assessment of the model’s performance. 

Literature Review: The confusion matrix is a standard evaluation tool for classification models, allowing for 

detailed analysis of errors across classes [6]. 

6. IoT Integration and Implementation 

The final step involved the integration of the IoT device for practical use. The TCS230 sensor and Arduino Uno 

R3 microcontroller were programmed to capture RGB data, which was then fed into the trained KNN model. This 

system allows for real-time classification of pineapple sweetness levels without damaging the fruit, making it a 

practical tool for farmers and sellers. 

Advantages of IoT in Agriculture: IoT-based solutions have proven to be transformative in agriculture by 

enabling real-time monitoring, data collection, and analysis. The use of IoT in this research aligns with the broader 

trend of smart agriculture, which aims to enhance productivity and reduce waste 
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2.1 Sample 

Pineapple fruit samples were obtained from pineapple plantations in Cijambe District, Subang Regency with the 

queen variety which has a sweetness level of 4 brix - 17.5 brix. A total of 500 pineapples were used as samples to 

take RGB values and sweetness levels, namely (brix), 450 pineapples as training data and 50 pineapples as test 

data. 

2.2 IoT 

At this stage, the study used sensor technology and IoT devices to collect RGB data from the color of pineapple 

skin. The tools used include the TCS230 color sensor paired with the Arduino Uno R3. RGB (Red, Green, Blue) 

of each pineapple was measured using this tool at a distance of 5 cm from the bottom of the pineapple. This RGB 

measurement is useful for classifying the sweetness level of pineapple in the next stage [9]. The IoT Scanning 

RGB prototype can be seen in Figure 2 Prototype. 

 

 
 

Figure 2. Prototype  

2.2 Scanning RGB 

After collecting the pineapples, the next step is to determine the RGB value of each fruit. RGB is a representation 

of the color components taken from the surface of the pineapple using the TCS230 sensor. Each RGB value will 

later be used as input for the classification algorithm (KNN) [10]. The purpose of this process is to obtain physical 

data that can be further processed and correlated with the sweetness level of pineapple. 

 

2.3 Calculate Brix 

After the RGB measurement is complete, the pineapple juice is taken to measure the sweetness level or Brix value 

[11]. This measurement was done using a refractometer, a tool that can calculate the sugar content in pineapple 

juice. The Brix value will help in validating the sweetness prediction results generated by the KNN algorithm. 

 

The Brix measurement divides the sweetness level of pineapple into three categories: 

 High sweetness (14-17 Brix) : Distributed to supermarkets. 

 Moderate sweetness (10-13 Brix) : Distributed to the fruit processing industry. 

 Low sweetness (<10 Brix) : Distributed to traditional markets. 

 

2.4 KNN 

 

Collecting Training Data 

Collect data from pineapples that have known ripeness labels, such as unripe, medium ripe, and ripe. This data 

can be physical measurements (pineapple skin color, weight, size), sensory data (aroma, taste), or image data 

(picture of a pineapple). 

Extracting Features 

From the existing pineapple data, extract the relevant features to determine ripeness, for example: 
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1. Pineapple skin color (using image processing) 

2. Sugar content (using sensors) 

3. Skin texture 

4. Water content 

Determination of K Value 

In KNN, the main parameter is the K value, which is the number of nearest neighbors that will be considered to 

determine the new pineapple class. This K value can be adjusted according to needs, for example if K = 3, then 

the 3 nearest neighbors will be analyzed. 

Distance Calculation 

The KNN algorithm calculates the distance between the new pineapple data to be classified and all existing 

training data. This distance is usually calculated using the Euclidean distance, which measures how far the new 

data is from the existing data based on predetermined features. [12] 

Evaluation and Validation 

After the KNN model is developed, the testing phase is carried out using a confusion matrix to measure model 

performance. Some evaluation metrics used: 

• Accuracy: The percentage of correct predictions out of all predictions. 

• Precision: The ability of the model to identify correct predictions out of the total positive predictions. 

• Recall: How well the model can find all positive cases from the available data. 

This process aims to ensure that the developed model is able to provide precise and accurate classification results 

in determining the sweetness level of pineapple. 

 

3. RESULTS AND DISCUSSIONS 

In this chapter, the research results obtained from the methods described in the previous chapter are analyzed in 

detail. The results include RGB measurement data of pineapple samples, Brix values obtained from pineapple 

juice, and classification results using the K-Nearest Neighbors (KNN) algorithm. A comprehensive discussion is 

provided regarding the accuracy, advantages, and disadvantages of the approach used, including an explanation 

for the obtained accuracy of 72%. 

 

3.1 Data Collection 

The dataset was collected from 500 pineapples sourced from plantations in Cijambe District, Subang Regency. 

The RGB data of the pineapple skin was captured using IoT devices, specifically a TCS230 color sensor integrated 

with Arduino Uno R3. The use of this setup ensured consistency in data collection under controlled lighting 

conditions. 

 

The Brix values, representing the sweetness level of pineapple, were measured using a refractometer. Pineapple 

juice was extracted from a section of the fruit located 5 cm from the base. The Brix values were then categorized 

into three levels: sweet A (14-17 Brix), sweet B (10-13 Brix), and sweet C (<10 Brix). 

 

A combined dataset of 450 training samples and 50 test samples was created, consisting of RGB values, 

corresponding Brix values, and labels representing sweetness categories (A, B, C). This dataset serves as the 

foundation for training and validating the KNN classification model. 
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Figure 3. Implementasi IoT 

 

After the RGB of pineapple skin is known, the next step is to determine the sweetness value of pineapple using a 

refractometer, pineapple juice is taken from the pineapple flesh which is 5 cm from the base of the pineapple. 

The following is the determination of the brix value of pineapple juice. 

 

 
 

Figure 4. Sweetness Level Measurement 

 

A total of 450 RGB and brix data of pineapple fruit were collected in one file for further use in classification.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Jurnal TEKNO KOMPAK, Vol. 19,  No. 1,  P-ISSN: 1412-9663, E-ISSN : 2656-3525, Hal. 282-293 

 

  

289 
 

Tabel 1. Dataset 

  

The image above is a pineapple dataset, which contains features to describe the physical characteristics, namely 

the RGB value and sugar content of each pineapple sample. Each row in this dataset represents one pineapple 

sample with several columns describing these features. The first column is the identification number or sequence 

of each pineapple sample. Next, there are three columns representing the color intensity values of the red, green, 

and blue components, which indicate the color of the pineapple skin or flesh. These colors may be measured using 

digital methods to obtain information about the physical condition of the fruit. [13] 

 

In addition, there is a "Brix" column that describes the sugar content of the pineapple on the Brix scale, which is 

often used as an indicator of the ripeness or sweetness of the fruit. The higher the Brix value, the sweeter the 

pineapple. Finally, the "Label" column shows the quality class of the pineapple, which is grouped into categories 

A, B, or C. 

3.2 Data Processing and KNN Implementation 

The dataset was processed using RapidMiner to develop and validate the KNN model. The visual process flow 

consisted of: 

1. Reading the dataset from Excel files. 

2. Assigning roles for features (RGB values) and target labels (Brix categories). 

3. Applying the KNN algorithm to train the model using 450 training samples. 

4. Testing the model using 50 test samples to evaluate its predictive performance. 

KNN was chosen for its simplicity, efficiency, and proven accuracy in handling classification tasks in similar 

agricultural applications. The RGB values provided a reliable non-destructive indicator for sweetness 

classification. 
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Figure 5.  Process Flow 

The figure above shows a process flow of a visual interface-based machine learning application, which may come 

from a platform like RapidMiner or similar tools. The process starts with two “Read Excel” steps that are used to 

read data from two separate Excel files. This imported data is then processed through the “Set Role” node, where 

the role of each column in the dataset is defined. Typically, this involves setting the columns as features (attributes) 

and targets (labels) to be predicted. Once the data roles are defined, the process moves on to the k-nearest 

neighbors (k-NN) classification algorithm. At this stage, the training data is used to build a predictive model [14]. 

 

3.3 Confusion Matrix Tabel View 

 

 

Figure 6. Confusion Matrix 

The table above is the result of testing the performance of the K-Nearest Neighbors (KNN) model using Rapid 

Miner to classify the ripeness level of pineapple based on its sweetness level, which is divided into three 

categories: sweet A, sweet B, and sweet C. In this table, the columns show the actual labels of the data (True 

Labels), while the rows show the predictions generated by the model (Predicted Labels). 

 

The main diagonal in the table represents the number of correct predictions, that is, when the model predicted that 

a pineapple was in the correct category according to the actual data. For example, there were 17 pineapples that 

should have been categorized as sweet A and were correctly predicted by the model as sweet A. Similarly, there 

were 31 pineapples that should have been sweet B and were correctly predicted, and 24 pineapples that should 

have been sweet C and were also correctly classified [15]. 

 



Jurnal TEKNO KOMPAK, Vol. 19,  No. 1,  P-ISSN: 1412-9663, E-ISSN : 2656-3525, Hal. 282-293 

 

  

291 
 

3.4 Confusion Matrix Plot View 

 

Figure 7. Plot View 

The image above is a 3D plot visualization of the Confusion Matrix that illustrates the relationship between model 

predictions and actual labels for a three-class classification. In this graph, the X-axis represents the true class, the 

Y-axis represents the class predicted by the model (predicted class), and the Z-axis shows the number of cases or 

data that fall into each combination of the actual and predicted classes. 

 

Each red dot that appears on the graph represents the number of predictions in each category, with the height of 

the dot on the Z-axis representing how much of the data matches that combination of the true and predicted classes. 

If the model is working perfectly, then most of the dots will be along the diagonal, where the true and predicted 

classes are the same (e.g. True A is predicted as A)[16]. 

 

3.5 Performance Vector 

 

 

 

 

 

 

 

 

Figure 8. Performance Vector 

The performance results of the classification model are presented through a PerformanceVector, including a 

Confusion Matrix and an accuracy level of 72.00%. This accuracy indicates that from all the test data, 72% of the 

predictions generated by the model are correct. This means that most of the model classifications are in accordance 

with the actual data, although there are some classification errors. 

 

The Confusion Matrix in this figure explains in detail how the model predicts three categories, namely A, B, and 

C. In category A, there are 17 pineapples that are correctly classified as A. However, there are some errors that 
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occur, where 5 pineapples that are actually in category B are incorrectly predicted as A. However, no pineapples 

from category C are incorrectly classified as A, indicating that the model is more accurate in avoiding prediction 

errors for this category [17]. 

For category B, 31 pineapples were correctly classified as B by the model. However, there were a number of 

errors where 10 pineapples that were actually in category A were incorrectly predicted as B, and 5 pineapples 

from category C were also incorrectly classified as B. 

4. CONCLUSION 

This study successfully developed a non-destructive classification model for pineapple sweetness levels using IoT 

technology and the K-Nearest Neighbor (KNN) algorithm. The research addressed the problem of inefficiency 

and waste caused by traditional destructive sweetness measurement methods by introducing a non-destructive 

approach. The RGB values obtained from pineapple skin using the TCS230 color sensor served as the input for 

the classification model, while the sweetness levels were categorized using the Brix scale into high, medium, and 

low categories based on market segment requirements. The findings demonstrate that the developed KNN-based 

classification model achieved an accuracy of 72%, successfully classifying pineapples into their respective 

sweetness levels in alignment with market needs. Specifically, the model effectively differentiated between high-

sweetness pineapples suitable for supermarkets, medium-sweetness for processing industries, and low-sweetness 

for traditional markets. Although there is room for improvement in classification accuracy, the results show that 

the proposed method is practical and efficient for large-scale applications. This research directly answers the 

problem formulation by providing a solution that maintains the integrity of the fruit while reducing the time and 

resources required for sweetness classification. It eliminates the need for fruit destruction, which is a limitation of 

traditional methods, and highlights the feasibility of integrating IoT technology into agricultural practices. The 

use of IoT devices like the TCS230 sensor and Arduino Uno R3, combined with machine learning techniques, 

offers a scalable and efficient alternative for farmers and industry players to ensure product quality and meet 

diverse market demands. In summary, this study contributes to the advancement of non-destructive methods in 

agriculture by providing an innovative solution for pineapple sweetness classification, demonstrating its potential 

to improve efficiency, reduce waste, and optimize the distribution process. Future research can build upon these 

findings by enhancing classification accuracy through the inclusion of additional features or exploring more 

advanced algorithms. 
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