
JURNAL TEKNOINFO 

 

Volume 18, Nomor 1, Januari 2024, Page 160-172 

ISSN: 1693-0010(Print), ISSN: 2615-224X(Online) 
Available online at https://ejurnal.teknokrat.ac.id/index.php/teknoinfo/index 

 

160 
 

 

DECISION SUPPORT SYSTEM FOR SELECTING POINT OF SALE 

APPLICATIONS USING ARAS AND ROC APPROACHES 
 

Trinugi Wira Harjanti 
 

Informatics Engineering Study Program, Sekolah Tinggi Teknologi Informasi NIIT 

Jl. Asem Dua No.22, Cipete Selatan, Cilandak, Kota Jakarta Selatan, DKI Jakarta, Indonesia 

Email: trinugi@i-tech.ac.id 

 

Abstract 
The variety of Point of Sale (POS) applications available on the market with different features, prices, and advantages 

means that business owners often face challenges in choosing the POS application that best suits their needs and budget. 

To choose a POS application, a business owner must know, one by one, the characteristics of the application to be chosen. 

This makes business owners experience difficulties, and it takes a long time to determine which application to choose. 

Although POS applications promise great benefits, selecting the right application can be a complicated and crucial task. 

So, this research was carried out with the aim of building a Decision Support System (DSS) for selecting Point of Sale 

(POS) applications using a combination of ARAS (Additive Ratio Assessment) and ROC (Rank Order Centroid) methods. 

The ROC approach in this research functions to determine weight values based on priority levels. Meanwhile, the ARAS 

method compares and ranks alternatives based on attribute utility performance to determine the best alternative. The 

SPK software was developed on a website basis, with features including managing criteria data, alternatives, alternative 

values, ARAS method calculations, and viewing alternative ranking results. From the case studies carried out, the highest 

to lowest utility values were obtained, namely: Majoo (A2) got a value of 0.8626, Moka POS (A2) got a value of 0.8412, 

Loyverse POS (A1) got a value of 0.8078, Smart Kasir (A5) got a value of 0.7546, and Olsera POS (A3) obtained a value 

of 0.7136. The output produced by the system obtains the same value as the manual calculation, meaning that the 

implementation of the ARAS method in the system is declared valid. In terms of testing, usability testing produces an 

average score of 87.5%. This shows that this system is suitable for use because it has functionality that is considered to 

be in accordance with user requirements. 
 

Keyword: additive ratio assessment, decision support system, point of sale applications, rank order centroid, usability 

testing. 

 

 

1. INTRODUCING 
 

 In an era of business that continues to grow and is increasingly digitalized, Point of Sale (POS) applications play a 

key role in managing transactions, inventory, and sales data for various types of businesses, including retail stores, 

restaurants, cafes, and other retail businesses. POS applications are software used by businesses to carry out product or 

service sales transactions to customers [1]. POS applications have experienced significant development; this can be seen 

in the emergence of POS applications that can be run via smartphone using either the iOS or Android operating systems. 

However, with a variety of POS applications available on the market with different features, prices, and advantages, 

business owners often face challenges in choosing the POS application that best suits their needs and budget [2]. To 

choose a POS application, a business owner must know, one by one, the characteristics of the application to be chosen. 

This makes business owners experience difficulties, and it takes a long time to determine which application to choose. 

Although POS applications promise great benefits, selecting the right application can be a complicated and crucial task. 

For this reason, software is needed that makes it easy to choose a POS application that is able to recommend the best 

options based on the decision-maker's needs. 

 A Decision Support System (DSS) can be defined as a computer-based device or application designed to help 

individuals or business entities make better and more informative decisions [3]. The main objective of DSS is to provide 

support in the decision-making process by integrating various data sources and utilizing algorithms and analytical 

methods to produce recommendations or alternative decisions [4]. The development of decision support systems for 

choosing software or applications in the business world has been carried out by previous researchers with various 

applications of decision completion methods. The first research is related to the development of a decision support system 

to determine the best Enterprise Resource Planning (ERP) application by applying the AHP (Analytical Hierarchy 
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Process) approach [5]. This approach obtains the best alternative by evaluating alternatives based on different criteria and 

assigning a relative score to each alternative. The next research is the application of the SAW (Simple Additive Weighting) 

approach to developing a decision support system for determining business and financial management software [6]. The 

SAW approach determines the alternative selected based on the value of each option obtained based on the sum of the 

importance levels of the criteria. Next, the research solves the decision problem of selecting Peer-to-Peer Lending (P2P 

Lending) applications by creating decision support system software using the COPRAS (Complex Proportional 

Assessment) method [7]. The approach used is able to outline and prioritize alternatives based on a number of weighted 

criteria. 

 Based on the alleged research that has been presented, what differentiates this research from previous research is 

that this research focuses on developing a decision support system for selecting Point of Sales (POS) applications using 

a combination of ARAS (Additive Ratio Assessment) and ROC (Rank Order Centroid) methods. The ARAS approach is 

a multi-criteria decision completion method used to compare and rank alternatives based on performance and utility 

attributes to get the best recommendation [8]. The ARAS method has the ability to handle situations where the relative 

preference between criteria is a very important factor [9]. This method provides a strong framework for comparing 

alternatives in a more systematic and objective way, so that it can assist decision-makers in the process of ranking and 

selecting the most suitable alternative. Meanwhile, the ROC method is used to determine weightings based on the order 

of importance or priority of criteria. The ROC method has the advantage of simplicity in the process of determining 

weights [10]. This is because the weight values are determined based on the order of importance, which is adjusted to the 

needs of the decision-maker [11]. 

 This research aims to develop a decision support system that can provide recommendations for Point of Sales (POS) 

applications easily and quickly using a combination of ARAS and ROC methods. The ROC method functions to determine 

the weight of criteria based on the order of importance that has been determined by the decision-maker. Next, the ARAS 

method will determine the best alternative by providing alternative performance values based on the utility of these 

alternatives and then ranking them to get the alternative with the highest value. The criteria used to select Point of Sale 

(POS) applications are based on expert articles published on the MyBest web page [12]. These criteria include the 

completeness of features, ease of use, application fee, application compatibility, and application ratings. The system 

developed is built on a website to make it easier for users to use the application and access it. 

 

 

2. RESEARCH METHODS  
 

2.1 Research Stages 

 Research stages refer to the steps necessary to design, carry out, and evaluate research using scientific methods [13]. 

The function of the research stage is to ensure that the research runs in a structured and systematic manner, thereby 

allowing for the validity, reliability, and generalization of the research results [14]. The steps in carrying out research are 

visualized in Figure 1. 

 

 
Figure 1. Research Steps 

 From the chart of research steps in Figure 1, each step is explained in more detail as follows: 

Defining the Problem 
and Requirements

Calculating Weights 
Using Rank Order 
Centroid (ROC)

Completion of 
Decisions Using the 

ARAS Approach

Modeling Decision 
Support Systems

Coding Decision 
Support Systems

Testing Decision 
Support Systems
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1) Defining the Problem and Requirements 

Problem identification involves recognizing and understanding existing problems or gaps that need to be addressed 

[15]. Based on the problems that have been obtained, needs are determined through needs analysis. Needs analysis 

involves a deeper understanding of what is needed to solve the problem [16]. By understanding the existing problem 

and the needs that must be met, system developers can design appropriate solutions, ensuring that the system 

developed will provide added value, increase efficiency, and meet user expectations. 

2) Calculating Weights Using Rank Order Centroid (ROC) 

Giving weight to each criterion is important in finalizing decisions. The Rank Order Centroid (ROC) approach 

provides weights based on their level of importance in the decision-making process [10]. The ROC method has the 

ability to handle several alternatives that need to be sorted based on a number of criteria, and the weight of each 

criterion varies greatly [17]. Each criterion certainly has different priorities based on the needs of the decision-maker. 

The ROC approach determines weights based on the priority order determined by the decision-maker. 

3) Completion of Decisions Using the ARAS Approach 

The ARAS (Additive Ratio Assessment) method is an approach that resolves decisions by providing utility function 

values to get an idea of how well different options work [8]. The values and weights used to find the best solution 

have a direct relationship to the impact of the different options. The ARAS approach refers to an approach that takes 

into account the ratio of different criteria in the assessment process [18]. The final result of the ARAS method is a 

ranking or score that allows decision-makers to identify the alternative that best suits their highest preferences. 

4) Modeling Decision Support Systems 

Systems modeling refers to the process of planning, developing, and building a conceptual or physical representation 

of a system [19]. This process involves the transformation of the analysis results into a design or model that is used 

as a reference in system development. 

5) Coding Decision Support Systems 

Systems coding refers to the process of developing and implementing software or computer programs in order to 

produce a functioning system [20]. It entails creating computer program code using a particular programming 

language, which describes the instructions that the computer will follow to accomplish a predetermined goal. 

Therefore, the outcomes at this stage take the form of a decision support system that users can use in accordance with 

the findings of analysis and modeling. 

6) Testing Decision Support Systems 

System testing is an important step in the cycle of creating software or systems that aims to ensure that the system 

that has been developed can function according to predetermined specifications [21]. The testing technique used is 

usability testing. Usability testing is a technique for assessing how well intended users can use a product or computer 

application [22]. Usability testing is one aspect of ISO 9126, which is related to software quality monitoring. The 

sub-criteria used in usability testing include understandability, learnability, operability, and attractiveness. 

 

2.2 Rank Order Centroid (ROC) Weighting Technique 

 Determining weights is an important aspect of solving decision problems. The weight is determined by the decision 

maker, but often the decision maker cannot determine the exact level of importance for each criterion used to make a 

decision. To make it easier for decision-makers to obtain weight values for each criterion, a weighting technique is needed. 

The Rank Order Centroid (ROC) weighting method is an approach to determining weights where each criterion is given 

a weight based on its level of importance in the decision-making process [10]. The ROC method is useful in situations 

where criteria have varying weights and judgments based on relative comparisons are more relevant than absolute 

judgments [23]. This approach will rank the priority of each criterion, and the criteria will be ordered based on their 

priority [17]. To obtain weight values for each criterion using the ROC approach, they can be calculated using equation 

(1). 

 
𝑤𝑘 =

1

𝑘
∑ = 1(

1

𝑖
)

𝑘

𝑖
 (1) 

where, 𝑤𝑘 refers to the weight value for each criterion that has been normalized, 𝑖 refers to the number of criteria, and 𝑘 

refers to the priority order for each criterion. 

 

2.3 Additive Ratio Assessment (ARAS) Method 

 The ARAS (Additive Ratio Assessment) approach began to emerge in 2010 as an alternative solution to multi-criteria 
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decision problems put forward by Zavadskas and Turskis [24]. The ARAS method is a multi-criteria decision-making 

technique used to compare and rank alternatives based on attribute utility performance to determine the best alternative 

[8]. This approach is useful for situations where relative preferences between criteria are important and assists decision-

makers in the process of ranking alternatives by considering the weights given to the criteria [25]. In the ARAS method, 

each criterion is given a relative weight based on its level of importance, and each alternative is assessed against each 

criterion [26]. Then, normalization is carried out, and the optimal value and utility value are searched to determine the 

aggregate value of each alternative [27]. The alternative with the highest aggregate value is considered the best choice 

according to the given preferences. For more details, the steps in calculating the ARAS approach are as follows: 

1) Determine the optimum value for each attribute 

Each value for each attribute in the alternative criteria will be searched for the optimum value, or 𝑋0𝑗. The 

determination of the optimum value (𝑋0𝑗) is based on the type of criteria, whether benefit criteria or cost criteria. The 

benefit criteria prioritize the highest value, while the cost criteria prioritize the lowest value. So, to get the optimum 

value (𝑋0𝑗) for the benefit criteria, equation (2) is used, while for the cost criteria, equation (3) is used. 

 𝑋0𝑗 =
𝑀𝑎𝑥

1
 (2) 

 𝑋0𝑗 =
𝑀𝑖𝑛

1
 (3) 

where 𝑋0𝑗 refers to the optimum value to be sought. 

2) Prepare a decision matrix for each existing attribute 

The next process creates a matrix containing all attribute values, including the optimum value. Making the matrix is 

guided by equation (4). 

 𝑋 = [

𝑥01 𝑥0𝑗 . . . 𝑥0𝑛

𝑥11 𝑥1𝑗 . . . 𝑥1𝑛

. . . . . . . . . . . .
𝑥𝑛1 𝑥𝑚𝑗 . . . 𝑥𝑚𝑛

] 

 

(4) 

 

where 𝑚 refers to the number of alternatives, n is the total criteria used, and 𝑥0𝑗 refers to the optimum value for each 

attribute. 

3) Perform matrix normalization 

In order to get uniform values for each attribute, these attributes need to be normalized. To normalize the matrix, if 

the criterion is benefit, use equation (5), and if the criterion is cost, use equation (6). 

 𝑥𝑖𝑗 =
𝑥𝑖𝑗

∑ 𝑥𝑖𝑗
𝑚
𝑖=1

 (5) 

 𝑥𝑖𝑗 =
1

𝑥𝑖𝑗
∗ ;  𝑥𝑖𝑗

∗ =
𝑋𝑖𝑗

∑ 𝑋𝑖𝑗
𝑚
𝑖=1

 (6) 

where 𝑥𝑖𝑗  refers to the performance assessment of alternative 𝑖 against criterion 𝑗. 

4) Get the weighted normalization value 

After normalization, the next step is to normalize by multiplying by the weight. So, the weighted normalization value 

can be calculated via equation (7). 

 𝐷𝑖𝑗 = 𝑥𝑖𝑗 × 𝑤𝑖𝑗  (7) 

where 𝐷𝑖𝑗 is the weighted normalization value and 𝑤𝑖𝑗  is the weight of criteria 𝑖 to 𝑗. 

5) Looking for optimal value and utility value 

The next step is to carry out calculations to obtain the optimal value (𝑆𝑖) for each alternative through equation (8). 

 𝑆𝑖 = ∑𝐷𝑖𝑗

𝑛

𝑗=1

 (8) 

where 𝑆𝑖 refers to the optimal value of each alternative. 
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Then proceed with calculating the utility value (𝐾𝑖) to get an aggregate value for each alternative, where the highest 

𝐾𝑖 value is the best choice. To get the utility value (𝐾𝑖), it can be solved using equation (9).  

 𝐾𝑖 =
𝑆𝑖

𝑆0

 (9) 

where 𝑆𝑖 and 𝑆0 refer to the number of optimal criteria, while 𝐾𝑖 refers to the utility value of each alternative. 

 

 

3. RESULT AND DISCUSSIONS 
 

 To implement the ARAS and ROC approaches in the decision support system for selecting Point of Sale (POS) 

applications, the criteria used as considerations in selecting the application must first be determined. The criteria used in 

this research are based on an article written by experts on the MyBest website. An explanation of the criteria used is as 

follows: 

1) Completeness of Features 

This criterion relates to the features available in the Point of Sale (POS) application, which can make it easier for 

users to manage their sales. 

2) Ease of Use 

User ease relates to whether the application is easy to use or not and whether the user does not experience difficulties 

using the application. 

3) Application Fee 

Application costs are the amount of costs incurred by users to subscribe to or use the Point of Sale (POS) application. 

4) Application Compatibility 

Compatibility refers to the ability of an application to operate or function properly on different platforms, operating 

systems, hardware, or environments. For example, the application supports hardware such as printers, barcode 

scanners, and cash drawers. 

5) Application Rating 

Application ratings are seen from user assessments of the Point of Sale (POS) application on the Google Play Store. 

Application ratings on the Google Play Store are a metric used to evaluate and provide user feedback on the quality 

and satisfaction of an application. 

 Then, based on these criteria, the weight values determined by the decision-maker are searched. To make it easier 

for the decision-maker to determine the weight of the criteria, the ROC approach is used. The ROC approach determines 

the weight of each criterion based on its level of importance in the decision-making process. This means that this approach 

will rank the priority of each criterion, and the criteria will be ordered based on their priority. So, the decision-maker will 

determine the priority order for each criterion. The priority order for each criterion in this case study is presented in Table 

1. 

 

Table 1. Order of Priority for Each Criteria 

Criteria 

Code 
Criterion Name 

Order of 

Priority 

C1 Completeness of Features 1 

C2 Ease of Use 2 

C3 Application Fee 3 

C4 Application Compatibility 4 

C5 Application Ratings 5 

 

 Table 1 shows the order of priority or level of importance for each criterion that has been determined. The next step 

is to find the weight value of each criterion based on their priority order using the ROC approach via equation (1). The 

calculation to obtain the weight value for each criterion using the ROC approach is as follows: 

𝑤1 =
1 +

1
2

+
1
3

+
1
4

+
1
5

5
= 0.4567 

𝑤2 =
0 +

1
2

+
1
3

+
1
4

+
1
5

5
= 0.2567 
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𝑤3 =
0 + 0 +

1
3

+
1
4

+
1
5

5
= 0.1567 

𝑤4 =
0 + 0 + 0 +

1
4

+
1
5

5
= 0.0900 

𝑤5 =
0 + 0 + 0 + 0 +

1
5

5
= 0.0400 

 After calculating the weight values using ROC, these values are then used as the weight for each criterion, as 

presented in Table 2. 

 

Table 2. Results of Criteria Weight Values Using the ROC Approach 

Criteria 

Code 
Criterion Name 

Order of 

Priority 

C1 Completeness of Features 0.4567 

C2 Ease of Use 0.2567 

C3 Application Fee 0.1567 

C4 Application Compatibility 0.0900 

C5 Application Ratings 0.0400 

 

 Table 2 shows the weights of the criteria that will be used in decision-making. The next step determines the value 

range and value conversion for each alternative. This is used to make calculations easier because there are several criteria 

that constitute qualitative data. The conversion values for each criterion are presented in Table 3. 

 

Table 3. Conversion of Values for Each Criteria Used 

Criteria Code Criterion Name Value Value Conversion 

C1 Completeness of Features Incomplete 1 

Quite complete 2 

Complete 3 

Very Complete 4 

C2 Ease of Use Not easy 1 

Quite easy 2 

Easy 3 

 Very Easy 4 

C3 Application Fee < 100.000 1 

>= 100.000 and < 400.000 2 

 >= 400.000 and < 700.000 3 

 >= 700.000 4 

C4 Application Compatibility 1 Devices 1 

2 Devices 2 

3 Devices 3 

4 Devices 4 

C5 Application Ratings < 3.5 1 

>= 3.5 and < 4.0 2 

>= 4.0 dan < 4.5 3 

>= 4.5 4 

 

 In Table 3, it can be seen that each criterion given has a conversion value because it makes calculations easier, and 

there are criteria with qualitative data. The process continues by determining the alternative that will be chosen by the 

decision-maker. For this case study, the Point of Sale (POS) applications used as alternatives are as follows: Loyverse 

POS (A1), Maju (A2), Olsera POS (A3), Moka POS (A4), and Kasir Pintar (A5). Then, these options are given a value 

based on their characteristics against predetermined criteria. The value for each option against the criteria is presented in 

Table 4. 
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Table 4. Value of the Option to be Selected 

Alternative 

Code 

Alternative 

Name 

Criteria 

C1 C2 C3 C4 C5 

A1 Loyverse POS Complete Easy 90.000 3 4.5 

A2 Majoo Very Complete Easy 500.000 4 4.1 

A3 Olsera POS Complete Easy 328.000 4 3.7 

A4 Moka POS Very Complete Very Easy 500.000 3 4.1 

A5 Kasir Pintar Quite Complete Very Easy 70.000 3 4.7 

 

 Based on Table 4, which contains alternative assessments, the value will then be changed based on Table 3, which 

is used to carry out the value conversion. The results of the value conversion are then presented in Table 5. 

 

Table 5. Value Conversion Results for Each Alternative 

Alternative 

Code 

Alternative 

Name 

Criteria 

C1 C2 C3 C4 C5 

A1 Loyverse POS 3 3 1 3 4 

A2 Majoo 4 4 3 4 3 

A3 Olsera POS 3 3 2 4 2 

A4 Moka POS 4 4 3 3 3 

A5 Kasir Pintar 2 4 1 3 4 

 

 Table 5 shows alternative values for the criteria that have been converted into values to facilitate the calculation 

process. The next step is to solve this decision problem using the ARAS approach in order to get the best option. This 

process begins by determining the optimum value (Xo). However, beforehand, it is necessary to first analyze the type of 

criteria used, whether these criteria are benefit or cost criteria. Based on the type, in this case study, it can be identified 

that those included in the benefit criteria are: C1, C2, C4, and C5. Meanwhile, the cost criteria are in C3. The optimum 

value can be calculated using equation (2) for benefit criteria and equation (3) for cost criteria. So, the optimum value 

(X0) obtained is: {4; 4; 1; 4; 4}. Then all these values are entered into a matrix guided by equation (4). The following are 

the results of the decision matrix:  

𝑋 =

[
 
 
 
 
 
4 4 1 4 4
3 3 1 3 4
4 4 3 4 3
3 3 2 4 2
4 4 3 3 3
2 4 1 3 4]

 
 
 
 
 

 

 The next process is to normalize all the attributes in the decision matrix. To get normalized attribute values, use 

equation (5) if the criterion is benefit and equation (6) if the criterion is cost. The following is the process of obtaining 

normalized attribute values: 

𝑋01 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.20 

𝑋11 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.15 

𝑋21 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.20 

𝑋31 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.15 

𝑋41 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.20 
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𝑋51 =
4

4 + 3 + 4 + 3 + 4 + 2
= 0.10 

This step is carried out for all the same attributes as the 𝑋55 attributes. If all attributes have obtained normalized values, 

then a normalized matrix is prepared as follows: 

𝑋𝑖𝑗 =

[
 
 
 
 
 
0.20 0.18 0.24 0.19 0.20
0.15 0.14 0.24 0.14 0.20
0.20 0.18 0.08 0.19 0.15
0.15 0.14 0.12 0.19 0.10
0.20 0.18 0.08 0.14 0.15
0.10 0.18 0.24 0.14 0.20]

 
 
 
 
 

 

 Based on the normalized matrix, calculations are then carried out to obtain the weighted normalization values to 

form a weighted normalization decision matrix. The weighted normalization value is obtained from the normalized 

attributes and then multiplied by the weight as in equation (7). The weight value for each criterion is guided by Table 2. 

The process for obtaining the weighted normalization value is as follows: 

𝐷01 = 0.20 × 0.4567 = 0.0900 

𝐷11 = 0.15 × 0.4567 = 0.0675 

𝐷21 = 0.20 × 0.4567 = 0.0900 

𝐷31 = 0.15 × 0.4567 = 0.0675 

𝐷41 = 0.20 × 0.4567 = 0.0900 

𝐷51 = 0.10 × 0.4567 = 0.0450 

This step is carried out for all the same attributes as the 𝐷55 attribute. If all attributes have been normalized with their 

weights, then they are entered into a weighted normalized matrix as follows: 

𝐷𝑖𝑗 =

[
 
 
 
 
 
0.0900 0.0473 0.0384 0.0171 0.0080
0.0675 0.0355 0.0384 0.0129 0.0080
0.0900 0.0473 0.0128 0.0171 0.0060
0.0675 0.0563 0.0192 0.0171 0.0040
0.0900 0.0355 0.0128 0.0129 0.0060
0.0450 0.0473 0.0384 0.0129 0.0080]

 
 
 
 
 

 

 After all attributes have been normalized with their weights, then proceed with the optimum value (𝑆𝑖) using equation 

(8). The Si value is obtained from the sum of the attribute values that have been weighted and normalized for each 

alternative. The following is the process for obtaining the 𝑆𝑖 value: 

𝑆0 = 0.0900 + 0.0473 + 0.0384 + 0.0171 + 0.0080 = 0.2008 

𝑆1 = 0.0675 + 0.0355 + 0.0384 + 0.0129 + 0.0080 = 0.1622 

𝑆2 = 0.0900 + 0.0473 + 0.0128 + 0.0171 + 0.0060 = 0.1732 

𝑆3 = 0.0675 + 0.0355 + 0.0192 + 0.0171 + 0.0040 = 0.1433 

𝑆4 = 0.0900 + 0.0473 + 0.0128 + 0.0129 + 0.0060 = 0.1689 

𝑆5 = 0.0450 + 0.0473 + 0.0384 + 0.0129 + 0.0080 = 0.1515 

 The 𝑆𝑖 value is then continued by finding the utility value (𝐾𝑖) of the performance of each alternative using equation 

(9). The results of these calculations can be seen in the following process:  

𝐾1 =
0.1622

0.2008
= 0.8078 

𝐾2 =
0.1732

0.2008
= 0.8626 
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𝐾3 =
0.1433

0.2008
= 0.7136 

𝐾4 =
0.1689

0.2008
= 0.8412 

𝐾5 =
0.1515

0.2008
= 0.7546 

 The utility value (𝐾𝑖) obtained is used as a reference in determining the best alternative, where the alternative that 

has the highest utility value is the alternative that is the main choice. Next, all utility values for each alternative were 

ranked from highest to lowest, as presented in Table 6. 

 

Table 6. Ranking of Alternatives from Highest to Lowest Value 

Alternative Code Alternative Name Utility Value Ranking 

A2 Majoo 0.8626 1 

A4 Moka POS 0.8412 2 

A1 Loyverse POS 0.8078 3 

A5 Kasir Pintar 0.7546 4 

A3 Olsera POS 0.7136 5 

 

 In Table 6, the highest to lowest utility values are obtained, namely: Majoo (A2) got a score of 0.8626, Moka POS 

(A2) got a score of 0.8412, Loyverse POS (A1) got a score of 0.8078, Smart Kasir (A5) got a score of 0.7546, and Olsera 

POS (A3) got a score of 0.7136. So, alternative A2, namely Majoo, is the best choice because it gets the highest utility 

value. 

 After the analysis and modeling processes have been carried out, they are then realized in the form of a decision 

support system through the coding stage. This stage is related to the process of developing and implementing software or 

computer programs in order to produce a functioning system. The decision support system for choosing a Point of Sale 

(POS) application was built based on a website using JavaScript with a text editor, namely Emacs, and using MySQL as 

the database. The decision support system for choosing a Point of Sale (POS) application begins with the user logging in 

to the system. After the user has successfully logged in, they will find the dashboard as the main menu. The dashboard 

contains the main features of the system and displays a graph of utility values using the ARAS approach. The main 

features of this system include managing criteria data, alternatives, alternative values, and WASPAS calculations. The 

dashboard interface display of the main menu of the decision support system for selecting the POS application is 

visualized in Figure 2. 

 

 
Figure 2. Decision Support System Dashboard Interface Display for Selecting Point of Sale Applications 
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 To be able to select the POS application, the user must first fill in the criteria data. In this menu the user will enter 

the criteria code, criteria name and criteria weight. After the user has input the criteria data, the user will then enter the 

alternative that will be selected through the alternative feature. In this feature, users can add, change and delete alternative 

data. Next, users can provide a value for each alternative in the alternative value feature. In this feature, users can provide 

values according to the characteristics of each alternative against the criteria as seen in Figure 3. 

 

 
Figure 3. Interface Display Providing Alternative Values 

 

 After the alternative value has been input, the user can perform automatic ARAS method calculations on the system 

via the ARAS calculation feature. This feature will display Step by Step in calculating the ARAS approach. Apart from 

that, in this feature the system will also display a ranking from highest to lowest utility value, making it easier for users 

to make decisions. The ARAS calculation interface is visualized in Figure 4. 

 

 
Figure 4. ARAS Method Calculation Process Interface 
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 Figure 4 shows the output of the decision support system being developed, where the values obtained from the 

ARAS method calculation results are: Majoo (A2) with a score of 0.8626; Moka POS (A2) with a score of 0.8412; 

Loyverse POS (A1) with a score of 0.8078; Smart Kasir (A5) with a score of 0.7546; and Olsera POS (A3) with a score 

of 0.7136. If you look at the output results of the ARAS method calculations from the case studies that have been carried 

out, it produces values that are no different from the manual calculation results. This means that the output produced by 

the system is valid. Based on the analysis of the results of the case study that has been carried out, it shows that the ARAS 

method is able to obtain the best alternative by providing a utility function value to take into account the ratio of different 

criteria in the assessment process which is then compiled in the form of a performance ranking. 

 After the system has been built, it continues to the testing stage through usability testing so that it can be ensured 

that this software is suitable for use. Usability testing aims to carry out evaluations designed to measure the extent to 

which the software can be used effectively, efficiently and satisfactorily by end users. The sub-criteria used in usability 

testing are understandability, learnability, operability and attractiveness. This testing is carried out by distributing 

questionnaires which will be filled out by users who will select investment applications. The questionnaire was prepared 

using the Guttman scale, where there are only two answer choices, namely agree and disagree. This aims to get extreme 

answers from users. The questionnaire contains 10 questions and will be filled in by 20 respondents. Then, the results of 

the questionnaire are managed by calculating the agree and disagree answers and converted into a percentage. The results 

of this usability testing are visualized in graphic form presented in Figure 5. 

 

 

Figure 5. Usability Testing Assessment Chart 

 

 Figure 5 is a graph that shows the results of each sub-criteria in usability testing, where the results are: 

understandability gets a score of 90%, learnability gets a score of 85%, operability gets a score of 95% and attractiveness 

gets a score of 80%. From all the values obtained, the average value was then found and the results obtained from usability 

testing were 87.5%. The average value is then put into a grouping with the following criteria: "Good", the value is between 

76% to 100%; “Fair”, the value is between 56% and 75%; “Not Good”, the value is between 40% to 55%, and “Not 

Good”, less than 40% [28]. So, the test results that have been carried out fall within the "Good" criteria. This means that 

the decision support system for selecting the Point of Sale (POS) application that was built is suitable for use because it 

has the functionality desired by the user. 

 

 

4. CONCLUSION 
 

 This research has developed a decision support system for selecting Point of Sale (POS) applications by 

implementing the ARAS method and ROC weighting techniques. The ROC approach in this research functions to 

determine weight values based on priority levels. Meanwhile, the ARAS method compares and ranks alternatives based 

on attribute utility performance to determine the best alternative. The resulting decision support system has features that 
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make it easier for decision makers to determine Point of Sale (POS) applications. These features include managing criteria 

data, alternatives, alternative values, ARAS method calculations, and viewing alternative ranking results. Based on the 

case studies that have been carried out, the highest to lowest utility values are obtained, namely: Majoo (A2) gets a value 

of 0.8626, Moka POS (A2) gets a value of 0.8412, Loyverse POS (A1) gets a value of 0.8078, Smart Kasir (A5) gets a 

value of 0.7546, and Olsera POS (A3) obtains a value of 0.7136. The output produced by the decision support system 

produces the same value as manual calculations. This means that the implementation of the ARAS method on the system 

can be declared valid. Apart from that, the usability testing obtained an average score of 87.5%. This means that the 

system is suitable for use because it is considered to have the functionality desired by users. However, as a suggestion for 

future research, there are several things that need to be improved, namely that the ROC weighting technique is susceptible 

to non-objectivity in determining rankings, so you can use fuzzy logic to be able to reason logically. Apart from that, this 

research carried out value conversion for qualitative data, which needs to be studied further on how to determine the 

conversion value in order to get a value that can truly be represented. 
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